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Exchange: Telephone Exchanges 

Circuit switching at 64kbps 
(manual or automatic) 
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Exchange: Internet Exchange Point 

•  IP Traffic (L3) is exchanged 
•  VLANs used for plumbing 
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Exchange: GLIF Open Exchange Point (GOLE) 

•  Packet Traffic is 
exchanged 

•  Not necessary 
for it to be IP 

•  L2 usually 
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ABSTRACT
BGP severely constrains how networks can deliver traffic over the
Internet. Today’s networks can only forward traffic based on the
destination IP prefix, by selecting among routes offered by their
immediate neighbors. We believe Software Defined Networking
(SDN) could revolutionize wide-area traffic delivery, by offering
direct control over packet-processing rules that match on multiple
header fields and perform a variety of actions. Internet eXchange
Points (IXPs) are a compelling place to start, given their central role
in interconnecting many networks and their growing importance in
bringing popular content closer to end users.

To realize a Software Defined IXP (an “SDX”), we must create
compelling applications, such as “application-specific peering”—
where two networks peer only for (say) streaming video traffic. We
also need new programming abstractions that allow participating
networks to create and run these applications and a runtime that
both behaves correctly when interacting with BGP and ensures that
applications do not interfere with each other. Finally, we must
ensure that the system scales, both in rule-table size and compu-
tational overhead. In this paper, we tackle these challenges and
demonstrate the flexibility and scalability of our solutions through
controlled and in-the-wild experiments. Our experiments demon-
strate that our SDX implementation can implement representative
policies for hundreds of participants who advertise full routing ta-
bles while achieving sub-second convergence in response to config-
uration changes and routing updates.

1. INTRODUCTION
Internet routing is unreliable, inflexible, and difficult to manage.

Network operators must rely on arcane mechanisms to perform traf-
fic engineering, prevent attacks, and realize peering agreements.
Internet routing’s ills are deeply rooted in three characteristics of
Border Gateway Protocol (BGP), the Internet’s interdomain rout-
ing protocol:

• Routing only on destination IP prefix. BGP selects and exports
routes for destination prefixes. Networks cannot make more fine-
grained decisions based on the type of application or the sender.
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• Influence only over direct neighbors. A network selects among
BGP routes learned from its direct neighbors, and exports se-
lected routes to these neighbors. Networks have little control over
end-to-end paths.

• Indirect expression of policy. Networks rely on indirect, ob-
scure mechanisms (e.g., “local preference”, “AS Path Prepend-
ing”) to influence path selection. Networks cannot directly ex-
press preferred inbound and outbound paths.

These problems are well-known, yet incremental deployment of al-
ternative solutions is a perennial problem in a global Internet with
50,000 independently operated networks and a huge installed base
of BGP-speaking routers.

In this paper, we develop a way forward that improves our ex-
isting routing system by allowing a network to execute a far wider
range of decisions concerning end-to-end traffic delivery. Our ap-
proach builds on recent technology trends and also recognizes the
need for incremental deployment. First, we believe that Software
Defined Networking (SDN) shows great promise for simplifying
network management and enabling new networked services. SDN
switches match on a variety of header fields (not just destination
prefix), perform a range of actions (not just forwarding), and offer
direct control over the data plane. Yet, SDN currently only applies
to intradomain settings, such as individual data-center, enterprise,
or backbone networks. By design, a conventional SDN controller
has purview over the switches within a single administrative (and
trust) domain.

Second, we recognize the recent resurgence of interest in Inter-
net eXchange Points (IXPs), which are physical locations where
multiple networks meet to exchange traffic and BGP routes. An
IXP is a layer-two network that, in the simplest case, consists of a
single switch. Each participating network exchanges BGP routes
(often with a BGP route server) and directs traffic to other partic-
ipants over the layer-two fabric. The Internet has more than 300
IXPs worldwide—with more than 80 in North America alone—and
some IXPs carry as much traffic as the tier-1 ISPs [1,4]. For exam-
ple, the Open IX effort seeks to develop new North American IXPs
with open peering and governance, similar to the models already
taking root in Europe. As video traffic continues to rise, tensions
grow between content providers and access networks, and IXPs are
on the front line of today’s peering disputes. In short, not only are
IXPs the right place to begin a revolution in wide-area traffic deliv-
ery, but the organizations running these IXPs have strong incentives
to innovate.

We aim to change wide-area traffic delivery by designing, proto-
typing, and deploying a Software Defined eXchange (SDX). Con-
trary to how it may seem, however, merely operating SDN switches
and a controller at an IXP does not automatically present a turnkey
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Today’s interdomain routing protocol, BGP, is difficult to manage, troubleshoot, and secure. It makes even simple network
management tasks—including implementing business contracts, balancing traffic to relieve congestion, and tuning network
paths to achieve good performance and high reliability—both challenging and unpredictable. The research literature is rife with
proposals and protocol modifications to improve BGPs security, convergence properties, flexibility for defining contractual
relationships, and traffic engineering capabilities. Unfortunately, none of these new protocols or modifications have seen any
appreciable level of deployment, as they require substantial modifications to BGPs control plane, where wholesale upgrades
and changes have proven difficult.

Software defined networking (SDN) promises to make network protocols evolvable and flexible; that promise has certainly
been fulfilled in data center networks. We posit that this new level of evolvability and flexibility may also herald a new day for
interdomain routing by allowing BGPs control plane to evolve independently from the underlying switch and router hardware
and bringing software control and logic to interdomain routing. We believe that the programmability that SDN offers can
mitigate three problems in interdomain routing: security and accountability; pricing and contracts; and traffic management.

Although global adoption of SDN faces the same problems as global changes in BGP, we think that exchange points may
be a place where incremental deployment of SDN is both possible and can bring new features to interdomain routing. We
first explore how a single software defined Internet exchange (SDX)—with one controller and one SDN-capable switch—
can catalyze solutions to problems in these three areas. We then explore how expanding the SDX architecture to incorporate
multiple exchange points can enable a broader range of approaches to these problems.

SDX can enable the following applications that are simply not possible in todays routing infrastructure:

• Domain-based or application-specific peering. ISPs may wish to establish limited, special-case peering arrangements
with one another depending on the traffics application type or destination. For example, two ISPs may decide to establish
a settlement-free peering relationship for video streaming, but not for other types of traffic; OpenFlows support for
customizing forwarding policies based on a variety of header fields can enable this type of peering relationship, which is
simply not possible in BGP today, where peering policies are dictated by IP prefix alone. Or, they may wish to establish
peering for traffic that is destined only to a particular DNS domain name or service. In each of these cases, auxiliary
measurements can help associate specific traffic flows to a peering agreement and others to a transit relationship.

• Remote control peering. To ensure good performance, content and service providers may wish to have greater control
over the complete path between the content or service and the client. For example, a streaming video provider may wish
to redirect traffic over better-provisioned paths, or possibly even to direct this traffic over paths with a pre-determined (or
at least predictable) quality of service. An SDX controller could allow a content provider to remotely affect certain parts
of a downstream path, and perhaps even charge a content provider for this additional level of control.

• Enforceable interdomain routing policies. Most exchange-point fabrics do not enforce policy, meaning that the traffic
that flows through an exchange may not necessarily satisfy operators’ high-level policy. Participants can accidentally or
maliciously put traffic on the exchange fabric, which may result in misdirected traffic, routing announcements, or even
specially crafted BGP packets that can exploit known router vulnerabilities. An SDX controller could potentially improve
reliability and security of an exchange point by ensuring that forwarding table entries are only installed if they satisfy the
exchanges high-level security and routing policy.

Additionally, by providing a network controller with direct control over the forwarding tables of switches in an exchange point,
SDX potentially makes the following tasks easier to coordinate and implement with high-level software control (as opposed to
low-level scripts and indirect mechanisms):

• Time-of-day routing. ISPs frequently experience traffic fluctuations as a result of diurnal cycles. Today, operators must
implement time-of-day policies with scripts that log into individual routers and indirectly change configuration (e.g.,
manipulating a route map to adjust local preference settings). An SDX could implement such a policy directly, by simply
updating forwarding table entries at the appropriate time, based on a previously specified policy. Although this capability
is technically possible in the context of todays interdomain routing protocols, SDN control can potentially make this type
of function easier, by virtue of the controllers ability to directly control forwarding tables and existing work on SDN
controllers that “natively” support time-of-day policies (e.g., Procera [2]).

• Dynamic traffic engineering for peering policy compliance. Some peering arrangements have requirements for maintain-
ing traffic volume ratios across peering points. Today, network operators must monitor traffic volumes carefully to ensure
that the traffic that they send over different peering links does not violate these ratios, and rebalance traffic flows if traffic
ratios become imbalanced. An SDX controller can incorporate information about traffic volumes to rebalance traffic
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Exchange: Software-Defined Exchange? 
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The! security'related! research! topics! include! requirements,! trust! models,! and! attack!
scenarios.! In! addition,! more! practical! concerns! of! resilient! design,! authentication,!
authorization,! asynchronous!operation,!maintenance,! and! software!engineering! are! in!
need! of! research! and! development.! ! This! is! true! of! both! single'domain! and! multi'
domain!SDNs.!
 
In! addition,! adoption! of! SDN! is! expected! to! open! up! possibilities! to! exploit! the! new!
abstractions!and!programmability!in!security!policies!and!security!applications.!Areas!of!
development! include! secure!updates! for!applications,! flexible! intrusion!detection,! and!
flexible!reaction!and!provisioning.!
 

Key+Recommendations+

The! SDN!workshop! participants! discussed! solutions! to! the! gaps! and! opportunities! for!
impact!and!shortlisted!a!few!actionable!recommendations!to!accomplish!the!goals.!At!a!
high!level,!key!representative!recommendations!include:!!

!
1. The+ United+ States+ Government+ (USG)+ agencies+ should+ sponsor+ efforts+ to+

research,+ design,+ deploy,+ and+ operate+ prototype+ multi/domain+ software'
defined!networks+as+soon+as+possible,!where!SDN!is!understood!as!enabling!the!
entire!distributed!infrastructure!needed!for!next'generation!commercial!and/or!
scientific!applications.!The!focus!of!these!efforts!would!not!only!be!the!enabling!
of! new! end'to'end! applications,! but! also! the! development! of! necessary!
operational!tools!needed!to!manage!and!operate!software'defined!networks!in!
production.!
!
The! SDN! ecosystem! (SDN'based! Internet! or! S'Net)!will! need! close! ties! to! the!
commercial! sector,!and!active!participation! from!researchers,!applications!and!
instrument!engineers,!and!network!and!software!engineers!so!the!participants!
would! learn!quickly! from!that!experience!and!have!the!ability!to! innovate!and!
implement!the!operational!insights. 

2. An+initial+focus+is+needed+on+operational+SDN+deployments+including+Software/
Defined+ Exchanges+ (SDXs)+ to! enable! interoperability! and! use! of! these! new!
approaches! with! the! current! Internet! infrastructure.! Initially,! these! efforts!
should! be! focused! on! defining! the! architectures/implementations! that! will!
support!operational!multi'domain!SDNs;!experimenting!with!these!designs!and!
iterating!as!necessary;!encouraging!the!development!and!deployment!of!next'
generation! instruments! and! applications!made! possible! by! this! infrastructure;!
growing! the! community! of! multi'SDN! aware! engineers,! researchers,! and!
students;!and!preparing!for!transition!to!an!operational!phase. 

3. Since!cyber/security+is+of+the+highest+importance+for+deployed,+multi/domain,+
multi/layer+ software/defined+ networks,! a! vigorous! and! sustained! research!
program!should! investigate!the!security! implications.!This!research!will!benefit!

6 



Exchange: Software-Defined Exchange? 

NSF is interested in supporting the continued research, development, 
experimental deployment and trialing of multi-domain SDN at a national and 
international scale. While not required, proposals in this area have an opportunity 
to propose the design and operation of a Software Defined Exchange (SDX) 
serving to interconnect SDN peers and connecting customers to these inter-
connecting SDNs. 

NSF’s 2014 IRNC solicitation looked to fund SDX concepts 

Proposals were due – July 7th, 2014 

7 



What is a ‘Software-Defined Exchange’? 

•  SDX = 
–  New way to build an Internet Exchange Point (IXP) 
–  New way to build a Layer 2 GOLE 
–  New approach for multi-domain services 
–  New approach to SDI/Network Functions Virtualization 

•  ΣSDX = New way of building software-defined networks? 
 

Layer 3 
BGP / Policies 

Layer 2 
Ethernet circuits 

SDN 
Multi-domain 

Software Defined 
Infrastructure 

A range of SDX ideas and use cases 

Image from SDX NSF workshop report 

Washington DC, June 2014 
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SDX for Layer 3 
•  How does one do routing with SDN? 

–  Routing is an embedded function 
–  Depends on reachability and topology (next-hop) 

•  SDN – separating control from data plane 
–  Pull IP routing stack out of the network element 
–  Leave forwarding decision in the network element 

•  RouteFlow – an approach to build BGP in the controller 
–  Create a virtual model of the router in the controller 
–  Forward BGP update packets to the virtual interface 
–  Compute BGP route tables (RIB and FIB) based on virtual model 
–  Translate FIB into Flow Tables based on real switch model 
–  Install Flow Tables in the data plane 
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Building an Internet Exchange Point 

•  Build a SDN-based Router 
–  Vandevecken Code based on RouteFlow 

(higher performance, simpler, 1.3 capable) 
–  Documentation: http://goo.gl/IJRGHM 
–  Code: http://goo.gl/IG6ELj 

•  Build peering fabric based on dynamic 
SDN policies (rather than static network 
constructs) 

•  Use SDN rules to scrub bad behavior* 
–  Deal with Router hygiene issues (default 

deny instead of default allow). 
–  Deal with “Capacity Theft” issues (as well as 

“noise” traffic) 

* From Jamie Baddeley, Citylink, NZNOG 

OFC 

Static Forwarding Policy (Base Router 
Hygiene) 

Dynamic Forwarding Policy 

RS1 

Exchange Fabric  
(SDN) with embedded forwarding policy) 

P1 P2 

RS2 

P3 

* From Jamie Baddeley, Citylink, NZNOG 
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SDX for Layer 2 and multi-domain 

•  Mature set of L2 multi-domain technologies in R&E networks 
–  NSI (protocol for multi-domain) 
–  OSCARS 
–  OESS 
–  G-Lambda 
–  AutoBAHN 

•  Functions include 
–  L2 Traffic Engineering, using MPLS or other equivalent technologies 
–  VLAN negotiation and translation, for end-to-end connectivity 
–  QoS support, missing in most, but really important when supporting multiple peerings/port 

•  SDN networks are designed as islands 
–  Nothing in SDN/OF set of protocols that help inter-domain 
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SDXs cannot run without Servers and Storage 

•  Layer 3 SDX needs route servers, policy servers, OpenFlow controller, and 
(depending on the implementation), BGP speakers 

•  Layer 2 SDX needs NSI server, performance monitoring tools, and perhaps topology 
server 

•  SDN SDX needs an OpenFlow controller, policy database, and performance 
monitoring tools 
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Slide from SDX NSF workshop report by Larry Landweber 

Washington DC, June 2014 



From SDX à Software Defined Infrastructure (SDI) 

•  Once packets are being exchanged, 
why not offer above-the-network 
services? 

•  SDX’s become a NFV marketplace 
–  Compute, Storage and Network 

services offered at the exchanges 
–  GENI software can be leveraged to do 

resource management of VM’s, storage 
on a network slice 

•  User collaborations can allocate 
services based on their requirements 
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Abstracting SDX – what are the common functions? 
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•  A place where peering domains come together 
•  Peering domains need not be physically connected 
•  Supports establishment of inter-domain connectivity/routing 
•  A broker of inter-domain and inter-SRP trust 
•  Each SDX defines its rules of engagement 
•  Enforcer of individual domain policies but not itself a policy definer (with exceptions) 
•  Marketplace for Software Defined Services (SDS) can be built as a SDX overlay 

–  For example, an application-specific exchange (a video marketplace) 

•  Resources may be virtual or physical 



Multi-domain SDXs* 

SDN 

SDN SDN 

SDN SDN 

SDN 

SDN 

SDN 

SDN SDN 

SDN SDN 

SDN 

SDN 

SDX 

SDX 

Today: “SDN islands” 
GENI slices & VLAN stitching 
help point the way 

Next Step: Add SDX’s 
Build a “Rev 0” control plane, 
run native next-gen apps 
and scientific instruments 
spanning multi-domain SDNs 

Multi-Domain SDX 

Slide from SDX NSF workshop report by Larry Landweber 

Washington DC, June 2014 15 



SDX equivalent to a ‘bazaar’ 
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The ‘Bazaar’ model of SDX  
•  Imagine there are no private 

peerings 
•  SDN networks are just on-

ramps to access the SDX 
services  

•  End-user applications 
‘service-chain’ SDXs to get 
end-to-end services 
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SDN 

SDN SDN 

SDN SDN 

SDN 

SDN 

SDX 

SDX 

Multi-Domain SDX 

SDX SDX 

SDX 

This SDX model is equivalent to 
the ‘cloud’ but for networking, 
where startup companies like 
Netflix do not have to build a 
global network infrastructure to 
provide differentiated content 
services worldwide 



Summary 

•  Software Defined Exchange model is new, hence free for re-imagining the new 
architectures 

•  Layerless Networks 
–  Today’s networks have clearly defined layers (e.g. L1-L3) 
–   SDX (and SDN) are blurring the lines between the layers, and their control 

•  Services Exchange 
–  Networks generally just provide connectivity 
–  SDX based future networks will incorporate additional services to enhance the user 

experience 

•  Virtualization 
–  No need to own global infrastructures (like the carrier’s today) since policies can be applied 

safely on multi-tenant SDX infrastructure 
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Questions? 

 imonga [at] es [dot] net 
www.es.net, my.es.net, fasterdata.es.net 
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